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Background
l One-to-many multicast applications - data

transmission from one source to multiple 
destinations
l Telepresence, online teaching, ultra-high-

definition TV delivery, video conferencing, etc.
l Optical multicasting is more spectrally 

efficient than IP multicasting^
l Current networks may not have full multicast 

capability – sparse splitting

^ L. H. Sahasrabuddhe and B. Mukherjee, “Light-trees: optical multicasting for improved
performance in wavelength routed networks,” IEEE Commun. Mag., vol. 37, no. 2, pp. 67-73, 1999.
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Node Multicast Capabilities
l Multicast-capable (MC) node – an input signal 

going through it can be dropped locally and/or 
switched to one, many, or all of its output ports

l Multicast-incapable (MI) node
l Drop-or-continue (DoC) – an input signal can be 

either dropped locally or switched to an output port
l Drop-and-continue (DaC) – enhanced over DoC

with extra capability that an input signal can be 
split into two copies, one dropped locally and the 
other switched to an output port
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MC Node Architecture

Full wavelength 
conversion
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[5]. X. Zhang, J. Y. Wei and C. Qiao, “Constrained multicast routing in WDM networks with sparse 
light splitting,” J. Lightw. Technol., vol. 18, no. 12, pp. 1917–1927, 2000.
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DoC Node Architecture
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DaC Node Architecture
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Example of Multicast Session

l Routing Subgraph for a multicast session
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Problem Statement
l Input

l Network graph: G=(𝑉+,𝐴+)
l Full wavelength conversion in each node
l 𝑐"#: the cost of arc [𝑖, 𝑗] in 𝐴+
l Number of wavelengths on each network fiber

(arc): 𝑊
l Set of MC nodes: 𝑀𝐶567
l Multicast session consisting of a source and 
𝑘	destinations: 𝑆, 𝑆 = 𝑠,𝐷 = {𝑠, 𝑑&, 𝑑%,… , 𝑑$}

l Output – routing subgraph	𝑅𝑆𝐺 = (𝑉CD+, 𝐴CD+)
with the minimum cost
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Existing Heuristics
l DaC networks – DaC and MC nodes

l Member-only (MO)
l No cycles permitted -> high cost

l DoC networks – DoC and MC nodes
l On-tree MC node first (OTMCF) [21]

l Connect MI destinations to the closest MC nodes
l Connect source to the MC nodes and MC destinations

l Nearest MC node first (NMCF) [21] – reversed 
procedure to OTMCF

l Multicasting using splitters (MUS) [22]
l Improvement over NMCF

[21]. C. Y. Hsieh and W. Liao, “All-optical multicast routing in sparse splitting WDM networks,” IEEE J. 
Sel. Areas Commun., vol. 25, no. 6, pp. 51–62, 2007.
[22]. S. Cho, T. J. Lee, M. Chung, and H.Choo, “Minimum cost multicast ro uting based on high utilization 
MC nodes suited to sparse-splitting optical networks,” in Proc. ICCSA, 2006.
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Proposed Heuristics

l MPH* - based on minimum path heuristic
(MPH)

l Sparse-splitting multicast routing heuristic 
(SSMRH)
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MPH*
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DoC Network Example of MPH*
l 𝑋 = {𝑠}, 𝑌 = {𝑑1, 𝑑2}, 𝑐 = 0
l 𝑃KL5 = 𝑑& → 𝑏 → 𝑎 → 𝑠, 𝑐PQLR = 12

l 𝑃KS5 = 𝑑& → 𝑠, 𝑐PQSR = 15

l Select 𝑃5KL , 𝑐 = 𝑐 + 𝑐PRQL = 12

l 𝑋 = 𝑠, 𝑏 , 𝑌 = 𝑑% , 𝑐 = 12
l 𝑃KS5 = 𝑑& → 𝑠, 𝑐PQSR = 15

l 𝑃KSV = 𝑑% → 𝑎 → 𝑏, 𝑐PQSW = 11

l Select 𝑃VKS, 𝑐 = 𝑐 + 𝑐PWQS = 23

l 𝑋 = 𝑠, 𝑏 , 𝑌 = ∅, 𝑐 = 23
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Other Examples
l MPH∗ as well as the existing algorithms have improved performance if
specific MC nodes are added in the destination set
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SSMRH



16

Test Conditions
l Test networks: USNET, NSFNET, and 18

randomly created networks
l Link cost varies from 1 to 1000
l Different 𝑘, the number of destinations and

different 𝑧, the number of MC nodes which are
placed at the nodes that have the largest degree^

l 500 multicast sessions
l MO and MUS were modified to support both 

networks while OTMCF and NMCF were applied 
without any changes

^ S. W. Wang, “Allocation of light splitters in all-optical WDM networks with sparse light 
splitting capabilities,” Telecommun. Syst., vol. 52, no. 1, pp. 261–270, 2013.
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Performance Metrics

l 𝐼\ is the extra average cost of heuristic H
compared to the optimum

l 𝑆𝑂\ is the percentage of the cases where
heuristic H fails to find the optimal solution
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Numerical Results
l SSMRH performs the 

best for all cases and 
close to optimum

l SSMRH performs the 
best in terms of the 
percentage of the derived 
optimal solutions
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Numerical Results (Cont.)
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Performance Metrics (Cont.)

l gives the average value of the % relative
increase of the average cost compared to
SSMRH for heuristic H and network j

l 𝒥\ is the average value of over all
randomly created networks
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Numerical Results (Cont.)

l SSMRH performs best
l For the base heuristics

of DoC case, OTMCF
and MUS have the
best performance

l For the base heuristics
of DaC case, MPH* 
gives results closer to
the ones obtained by
SSMRH
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Conclusions
l Investigated the problem of multicast routing

for DaC and DoC networks with sparse-
splitting capabilities

l Proposed ILP formulation and heuristics
l The proposed algorithms achieve an important

decrease of the average cost of the derived
solutions, compared to existing algorithms

l The proposed algorithms obtain the optimal
solution for the majority of the investigated cases
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