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A Will 10T simply require more physical layer core capacity? Or will traffic
nature, i.e. increased heterogeneity require more robust traffic
engineering and/or policy based/constrdiased routing?

A Application Heterogeneity:
Bandwidth/Latency
Processing

Storage

Internal vs External to MAN

To Do Do o

A With increased application/traffic heterogeneitydit, effective traffic
engineering & function assignment will have a much more significant
impact on network costs and performance.



As loT related traffic becomes increasingly heterogeneous and demands greater
proportions of overall Internet traffic, it must be segmented according to its
unique performance and functional requirements, in this case: latency,
throughput, processing, and storage requirements.

If 10T network deployment and provisioning is not planned and executed in a
methodical manner, MAN costs can increase rapidly

Given core network SLAs, MAN topology, and performance requirements by
app profile: minimize operational costs of MAN via 3 components:

A Path from generating node to MAN/WAN interface

A Processing node, if applicable

A Storage node, if applicable

Goal is to model mixtures of anticipated application/traffic profiles routed
through a MAN with maximum entb-end latency via constraHtiased routing

to demonstrate what factors (applications parameters, topological) have a more
significant impact on total costs.



AAThis means that we avoid sending all

cloud, but instead build data and applications on the edge of the network that can
handle most of the data gathering and processing. The benefit is better performance
and efficiencyloT applications need to react almost instantly to the data generated
by a sensor or deviceeéeo

AManagi ng and -timeperfodnancain thieaT gvill posgea host of
new challenges. First and foremost is the problem of scale: this will be a lot more
data, coming from lots of different devices.

NTT North Americal nfhe average monthly Latency on the NTT Communications
Backbone wil |l be 50 milliseconds or | €

AT&TT i Aggregate mont hl y-todPORIlatengy ®n thedPdDSIn d t
Backbone Network shall be 40n@s or Iess betweeMegaPOFIocations on the

AT&T P/ DSL B ﬁtp //www mfoworld com/artlcle/3069591/|nternet -things/weneedfog-

computingnot-cloud-computingfor-iot.html
https://lwww.wirelessweek.com/article/2015/04/wlayencymanagement
will -decidefuture-iot

http://www.us.ntt.net/support/sla/network.cfm
http://www.att.com/gen/general?pid=6622



o Do o I»

Each application profile contains several parameters, the combination of
which make it unique

U Computational requirements per unit of traffic
b : Rati o of post processed to pr

P =1 if App profile requires processing, S = 1 if App profile requires
storage, T = minimum storage tier required by App

App Profile | U| b P | S|T Latency
VR 3.0 0.7 1 0 0 80 ms
Indust Data 0.2 0.9 1 1 1 200 ms
Env Data 0 1.0 0 1 3 300 ms
P-P interactive 0.3 0.9 1 0 0 90 ms
Encrypted Data 1.0 1.2 1 0 0 150 ms




Inputs:

’UZ:?EZ Offered traffic of application profile a, between node pair (s,d), des-
tined for core node f

P, =1 if App profile a requires processing of any type

S, = 1 if App profile a requires storage of any type

T, :
oy -
Ba
L,:
B,y

Set of all nodes capable of storing traffic of App profile a
Computational power required per unit of traffic of App profile a

Ratio of processed traffic to raw traffic of application profile a
Maximum end to end latency for traffic of application profile a

: Residual latency budget of traffic destined for core node f of applica-

tion profile a

Dz’d : Total latency of k" admissible path of node pair s,d




Inputs:

vn: Cost of storage per unit of traffic at storage node n.

Ym: Cost per unit computation power of traffic processed at node m

py® - k™ admissible path between node pair s,d

q,‘zi IE k' admissible path between node pair s,d which satisfies maximum
latency requirements of App profile a destined for core node f

dg.i.;: Queueing delay at node i on link i j

dn.i: Processing delay at node i (processing nodes)

d ;. ;: Transmission delay at node i on link i j

dp; j: Propagation delay on link 1 j



Variables:

8,m

T, p =1 if traffic of App profile a, destined for core node f, generated at
source node s, is processed at node m
y3™ =1 if traffic of App profile a, gen at node s, is stored at node n

'r'zi ;= 1 if traflic of application profile a is routed over the Kk!"

admissible path between node pair (s,d), destined for core node f

Auxiliary Variables:
25T = xi?yé” = 1 if traffic of App profile a, generated at node s, is
processed at node m and stored at node n



Obijective Function:
min(Cost, + Costs + Cost,, + Costy)

COStp — Z Tm Z % Z x; ,f a,f Processing
meN, a€A,UA,, seCG

Cost, Zﬁa Do Un 2o UM 0+ D0 Ba X Ve Do DL 23™"U.0  Storage

neN, seGG a€Asp neN, s€G meNy
source to storage proc to storage, source to proc/storage
s,m _s,m 28 s,m
Costu=ewp| > Ba = T T alfolf+ ¥ B T X sl
a€A, meN; seG feF, a€Asp meN; seG
local processing to destination local proc, storage at DC
sd 8,28 828
EDIDIDIOUED D DB Ik Upstream
acA, deC seG f acAy seG f

Tx to destination Proc at DC, back to metiaest



Objective Function (cont.):

Costq = Edown[ DD DI DE DR A S S M D S e 828} Downstrean

acA, seCuDC deqG feF, a€Ap seGdeG
From distant core node or DC Proc at DC, back to metro

Constraints:

2 ZIZZ”?}?’ = Pu,V (a, f, )

meN Processing
62;4 o %:GZZBS’? Z,?}I<Um Vm € Ny
a S
> Y™ =S4,V (a,s) Storage
neT,
S oae X US4+ Y aaBa Y Y 2™ty < By, Vn € N,
acA, SGG seG a€Asp s€G mEN,

source to storage proc to storage, source to proc/storage



Constraints (cont.): Capacity
OEDIEDD 332?}1%; > Ty =Ci source to proc

a€A, secGmeN, keER; ;
s,mn s,n __
> 2. 2y X Tak,0 = C source to storage
acA, seG neTy, kERf,;,j

> Badl X D dlmly > ak:f_c3 proc todest

a€A, seGmeN, deCuUDC f keRiJ

)EDIPIOIEDY ?“Z’,i,fzal tx to dest

acA, s d f keER;;

PORNCID DD DD DEF UL DI akO_C5 proc to storage

ac€Agp s€G mEN, neT, keER; ;

Y. Ce <C;4,V(i,9)



Constraints (cont.): Solenoidality

Zra = a:s"}" Z;‘?’,‘v’(s € G,me Ny,a€ A,, f) source to proc
Z?“a,k,o = 25" "B, o, V(s € Gym € Ny,n € Ty #m,a € Ayp) proc to storage
ZTfL:Z,O = Zsmang g,V(s cG,neT,,me N,,n=m,a € As,) source to s/p

DT ko = Ya "V, V(s € Gin €Ty, a € Ay) source to storage

Z"“akf—’l),fa V(s,d, f,a € Ayp) no proc, ncstor

Zrzkcff_xafﬁa af’ (SamENpadv.f:a’EAp) prOCtOdeSt
k



Constraints (cont.): Latency

So (diijtdpigtdpig+dei) < BagY(k,a€ An,f,s,d)
(i.)epys source to dest

r (X Drsmt+ X Dima) < Bag
(i:j)Eplsc,,Zf (’L,j)epk o f

V(k,a € A, f,se G meN,deCU DC) Source to local proc to dest

ya" Y. Disn < BaoV(k,a€ As;,s € G,neT,) source to storage
(4,9)€EPL % o

Z;,m,n( Z Dk,s,m + Z Dk,m,n) g Ba,f

(4,9)€EPL w o OIS
V(k,a € Agp,s € G,m € Niyn €Ty, n #m) Source to proc to storage



Constraints (cont.): Latency

2™ 3" Dism < Bao V(k,a € Asp,s € G,m € Niy,n=m)
(4,9)€EPY 5 o
Source to proc/storage



A Inputs:
A MAN Topology: G(N,L)
A Node tier dictates costs and capacities for processing and stavageJ, E
A Single cloud storage/DC location
A Link Capacities
A Application Profiles:
A Up P, S, T, latency
A Core Network SLAs

A Obijective function: Minimize total operational cost of MAN
A Processing, Storage, Upstream, Downstream, Capacity

A Outputs: For all node pairs, profiles, and core destinations:
A Path
A Processing node (if applicable)
A Storage node (if applicable)



0 : Tier t processing capability
"Y: Tier t storage capability




AT&T T 40msCONUS
NTT T 50msCONUS

All Distances in km



0 : Tier t processing
"Y: Tier t storage capability
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