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Outline

• 5.6 Saddlepoint Conditions
• 5.7 Second-Order Optimality Conditions
• 5.8 Generalized Lagrange Multiplier Method
• 5.9 Generalization of Convex Functions
• 5.10 Summary
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Inequality=> Equality
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Bipartite method
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Summary

1. Necessary and sufficient conditions of optimality for constrained optimization 
problems

2. Lagrangian optimality conditions (equality and inequality constraints)
3. Kuhn-Tucker optimality conditions (first-order conditions, involving gradients)
4. Optimal => KTC : functions are differentiable + constraints qualification
5. KTC => Optimal : 

Objective function- convex
Inequality constrains- concave
Equality constrains – linear

6. Saddlepoint conditions applicable – functions are not differentiable
7. Second order necessary conditions – functions are twice differentiable 

Second order sufficient conditions – do not need convexity of functions and 
linearity of equality constraints

8. Pseudo-convex and Quasi-convex - relaxation of convexity


