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« By 2019, a 4G connection will generate 10 times more traffic on average than a
non-4G connection [7].

100%

® Mobile Non-Cloud Traffic
+ |P Voice
+ File Sharing
» File/App Downloading

® Mobile Cloud Traffic

+ Video Streaming
* Audio Streaming
* Online Gaming

» Social Networking
« Web Browsing

* Online Storage

50%

OO/O : 2
2014 2015 2016 2017 2018 2019

[7] Cisco Visual Networking Index: Global Mobile, Data Traffic Forecast Update, 2014-2019, White paper, Feb. 2015
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Proposed solution for the crowd, C-RAN

Excerpt 1: Cloud RAN Concept

Centralized baseband pool
+ Real time Cloud computing

I
LN
Cloud Radio Access Network (C-RAN): might offer:

Flexibility, robustness and scalability for access networks
Infrastructure, to deal with the crowd ! [8].

*Cost-effective solution for mobile/access network operators by
centralizing resources for saving CAPEX and OPEX costs [8].

Source: Ghina Mobile RRU (Remote Radio Heads)

[8] CRAN White Paper: Green Evolution of Wireless Access Networks, China Mobile Research Institute, Tech. Rep., 2013. Page 5



Some challenges for C-RAN deployments

 Resiliency is essential for Base Band processing Units (BBUS).
 Physical and logical failures.

« Multi-tenancy, a C-RAN provider should share its capacity with
others providers by using virtualization [8,9].

* Multi-domain, a C-RAN provider should preserve the tenants
privacy while sharing with multiple infrastructure providers [8,9].

[8] CRAN White Paper: Green Evolution of Wireless Access Networks, China Mobile Research Institute, Tech. Rep., 2013. Page 6
[9JFURTHER STUDY ON CRITICAL C-RAN TECHNOLOGIES, Next Generation Tech. Rep., 2015



Our Study

Resiliency for physical and logical failures.

Integration of C-RAN infrastructure providers with Cloud
providers using metro optical networks.

Cloud BBU hotel scheme using access network function
virtualization (A-NFV) using VM - BBUSs.

Multi-tenancy and multi-domain capabilities.
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Our Proposed Integration and Cloud BBU
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Our Proposed Access Cloud Network

Access Cloud Network 1 (ACN-1) - Access Provicer — Tenant 1

VM - BBU VM - BBU VM - BBU H
i || Phy e, | | P uP Phy
Cell Cell N Cell
MSS-BBU functions
{ D)
a) M CN-2
G j.-----.--------- el e
]
V™M \ VM ACN-1 \\ VM
BBU BBU -

)

'

[}

Rl R2 R3
at 83l R R1L R2 R3 R4 L
b) Cloud Provider 1 Cloud Provider 2
Metro DC 1 Metro DC 2
{ oR © ToR 1 ToR ok« ToR " ToR" /
- - B
|

RACK1 RACKZ RACKn MUItl'domaln
Multi-tenant

RACK1 RACK2 RACKn

X Wom oxg
Metropolitan “ vy
Network

Access provider 2
Area 4

Access R\ﬁder 2 Access provider 1
Area 2 Area 3

c)

Page 9



Resiliency problems
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Resilient Access Cloud Network Placement
and Mapping Problem

Given:

» Multi-provider infrastructure (i.e., Multiple domains).
« ACN requests (i.e., Multiple tenants).

Output:

* Resilient ACN placement and mapping.
= Connectivity failures survivability.
= Processing failures survivability.

Goal:
« Minimize the Resource.
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Resilient Access Cloud Network Placement and
Mapping Approach

« Connectivity failures survivability.
* Redundant virtual links (1+1 virtual link protection)
= Survivability constraint (avoiding network failures)

» Processing failures survivability.
= Backup VM BBU (1+1 processing protection).
* Redundant placement.
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Resilient Access Cloud Network Placement and .
Mapping Approach

OUR PROPOSED APPROACH
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Current Status

- Planning version of our approach and obtaining
results.

- Review of the concepts.

- Wrting a technical report.
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