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Network Function Virtualization (NFV)
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Service Chain

[1] Deutsche Telekom, òFlexible Service Chaining : Requirements and Architectureó, 2014  39/7/20
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Network -enabled Cloud

[2] Ericsson, òThe real-time cloud combining cloud, NFV and service provider SDN,ó 201449/7/20
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Service Chain Deployment (VNF Placement and 

Routing)
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Problem Description

Å Given

Å Network topology

Å Capacity of link

Å Set of DC locations

Å Set of NFV -capable nodes (in addition to the DC)

Å Traffic flows between source -destination pairs

Å Set of k -shortest paths between source -destination pairs

Å Set of required network functions (for the service chain)

Å The service chain to be deployed

Å Number of  CPU cores present per NFV -capable node

Å Objective

Å Minimize the bandwidth consumption in the network by optimal 

placement of the VNFs. 

[4]A. Gupta et al., òJoint Virtual Network Function Placement and Routing of Traffic in 

Operator Networks,ó Technical Report, UC Davis
69/7/20
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Continuedé

Å Constraints

Å Single -path routing 

Å Capacity constraint for a link (bandwidth)

Å Capacity constraint for a node (CPU cores)

Å VNF sequence in the service chain (across nodes)

Å VNF sequence in the service chain (inside a node)

[4]A. Gupta et al., òJoint Virtual Network Function Placement and Routing of Traffic in 

Operator Networks,ó Technical Report, UC Davis 79/7/20
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Integer Linear Program 

[4]A. Gupta et al., òJoint Virtual Network Function Placement and 

Routing of Traffic in Operator Networks,ó Technical Report, UC Davis

89/7/20
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Objective: Minimize Network 

Resource Consumption

Single -path routing constraint

Capacity constraint for link

Capacity constraint for node

VNF sequence in the service chain

VNF sequence in the service chain 

(inside a node)



CPU-core -to -throughput relationship of a VNF

Applications
Throughput

1 Gbps 5 Gbps 10 Gbps

NAT 1 CPU 1 CPU 2 CPUs

IPsec VPN 1 CPU 2 CPUs 4 CPUs

Traffic Shaper 1 CPU 8 CPUs 16 CPUs

[3]Cisco, òCisco Cloud Services Router 1000V 3.14 Series Data Sheet,ó2015.99/7/20
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VNF placement (on throughput and CPU cores)

[4]A. Gupta et al., òJoint Virtual Network Function Placement and Routing of Traffic in 

Operator Networks,ó Technical Report, UC Davis
109/7/20
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Service Chaining Strategies

Å MB only ðMiddle box (MB) used for service chaining

Å DC only (Centralized) ðData center (DC) used for service 

chaining

Å DC NFV x (Best -Case scenario) ðData center (DC) and ôxõ 

NFV-capable nodes used for service chaining. `DC NFV 

ALLõ refers to situation where all network nodes are NFV-

capable. 

Å ALL NFV (Completely Distributed) ðA completely 

distributed strategy  where all nodes are NFV -capable and 

there is no DC.
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Simulation details
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Continuedé
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Traffic Flows 



1 Gbps traffic
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Continuedé
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Inflection point



Continuedé
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Inflection 

point



Continuedé
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Inflection Point (DC NFV ALL)
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1 Gbps



2.5 Gbps traffic

[
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Inflection Point (DC NFV ALL)
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Results
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Inflection points (DC NFV ALL)
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ALL NFV (Completely -Distributed) vs DC NFV ALL
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Continuedé
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ALL NFV infeasible for these CPU core counts at 2.5 Gbps


