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Paper 1: Improving Energy-Efficiency of HFC Networks with a
Master-Slave Linecard Configuration

System Model
A CMTS chassis equipped with two linecards (LC) and share one buffer.

Scheduling

Algorithm Capacity, K,
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Ping, Lu, Yuan Yabo, and Zhu Zuqing. "Improving Energy-Efficiency of HFC Networks with a Master-Slave
Linecard Configuration.*

Zhu, Zuqing. "Design of energy-saving algorithms for hybrid fiber coaxial networks based on the
DOCSIS 3.0 standard." Journal of Optical Communications and Networking 4.6 (2012): 449-456.
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Assumption

1. Packets arrive at Poisson process with rate A;

2. Buffer is finite with number N;

3. L(t) 1s # of packets in the queue at time t;

4.  Service rate ~ exp(um) and exp(us) for master and slave LCs;
5. LC operation modes:

Working: Pm or Ps; P =i p22
Sleeping: Po;

6. Traffic queue sampling period ~ exp(S);
7. LC switching threshold: 9;

8. If L(t)=0 and master LC is idle, then LC switch happens.

Scheduling
Algorithm Capacity,

1— Master Linecard
Traffic Queue, g

A
—t esens .
Capacity, u,

Slide 3 Slave Linecard

Iy




Group meeting 05/13/2016

Algorithm 1 Energy-Efficient Scheduling for Master-Slave

Configuration

1: while system is operational do

2:  measure L(t);

3: if L(t) > pus + ¢ then

4 if slave LC is in working mode then

5: invoke a LC switch: slave — master; " .

N . cheduling

6 put slave LC into sleeping mode; Algorithm Capacity, W,

7 El‘l‘d if I—Master-Lin.ecard —

8: elseif L(t) < us — ¢ then L |

9 if @aster LC is in 'workmg mode then  —»- —— -
10: invoke a LC switch: master — slave; 1

. p Slave Linecard ——

11: put master LC into sleeping mode;

i end if

13:  end if

14:  determine the next queue sampling period T;
150 wait(Ty);
16: end while
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Theoretical Analysis

* Model the system with two-dimensional Markov process

{(L(t),K(t)),t > 0} L(t): # of packets in the queue;
K(t)=1: master work, slave sleep;
=2: master sleep, slave work;

Traffic load: p = A/pm

Slide 5
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Theoretical Analysis
Markov process can be written as:

[ By Cp
A By Cy

An—1 Bny-1 Cn-—1
AN By

A; denotes the backward transition rates from level /(i) to £(z — 1)

B, is for the local transition rates within level £(z)
(; forward transition rates from level /() to ¢(¢+1)

s ; _)\ Zzo
Hm : ;
’ g =l
A; = -ﬂS] (=X — i — 0 0 e (0, ]
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Theoretical Analysis

 Matrix Geometric Solution
W=Lﬂ[l:ﬂ1}"':ﬂiw"':ﬂNJ (0)

with 7r; as the row-vector of the steady probabilities of level

(1),
0.2, § =1)
™ =
| 1 m2 |, i€(0,N]
Q=0
N
Zﬂ'tjl ==l
=0

7r; can be analytically expressed with p, jt,,,, s, €, and S.
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Performance Metrics
1) Average Packet Delay: According to the Little’s Law,

the average packet delay can be obtained as

N
ZZ% Ti k
D= S0

P pm(1l— kE TN k)
=1

2) Linecard Switching Frequency: The LC switching fre-
quency f can be derived as,

N s —e

i Tia+ D> i1+ S fm-T11
e i=[patetl] i=1
S

3) Energy Efficiency Improvement: The energy-efficient
improvement 7), can be calculated as,

Penergy— saving

= T
4 Pnorma!
P Zﬂ-tl—l_P ZTTIQ—I_PU
s P i=1 1=0
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Simulation Results

N, System queue length

10000 packets

pm, Master LC’s service

rate per time unit

100 packets

fts, Slave LC’s service rate per time unit

1 - 100 packets

Py, Master LC’s average power in working mode

1 power-unit

Py, A LC’s power in sleeping mode

0 power-unit

p, Traffic load 0-1
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Fig. 2. Average packet delay D vs. capacity ratio «y, with S = 1 and Fig. 5. Energy-delay tradeoff with S =1 and £ = 0.

e =0.
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Paper 2: On the Performance Analysis of Energy-Efficient
Upstream Scheduling for Hybrid Fiber-Coaxial Networks with
Channel Bonding

______________________________________________________
- S

System Model ' ~

Energy-Efficient
Scheduling Algorlthm

________________ Y o

A channel-bonding cable modem (CM)
equips with multiple high speed

s )
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."_I:_-

: 0

i =¥

1 @] 19 o
transceivers. ﬁ : i % .-_, %
= : : Q o

® | |Q(LowPriority) i £ —;-- &

Aa! | @ 8.

Al‘ ...... b g

----------------

e ———————— —————————
’ N
\\\ F
""'————-—————-—— —————-———————-ﬂ"“’

-
_______________________________________________________

CM US Transmission

Lu, Ping, et al. "On the performance analysis of energy-efficient
upstream scheduling for hybrid fiber-coaxial networks with channel
bonding."Communications Letters, IEEE 17.5 (2013): 1020-1023.
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Assumption

1. Two priority queues Q1 and Q2, N
Two traffic priorities:
delay-sensitive;

Wl

5. LC Operation modes:
Working: Pw;
Sleeping: Po;
Setting up: Es;

7. TX’s turn on threshold: T;

e ————— ——————
g -
s A Y

best effort;

Lq(t) 1s total # of packets in the queue at time t;
Use M TXs to model multiple channel bonding, G TXs
active always while the rest could sleep;

o

Energy-Efficient
Scheduling Algorithm

____________ COTXe =
Q1 (High Priority)™ / :

Q { i w Q
B | S e TXe = %
B i . o
D 1 Q2 (Low Priority) N s 2
- e - 2

 Buffer NaEn..

_______________________________________________________

CM US Transmission
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Theoretical Analysis

Model the system with three-dimensional Markov process

(L8], (1), FC (L)) J(t) is the number of high priority packets in Q;
K (t) is the number of working TXs at ¢

By GGy
Ay By G

An—1 Bn-1 Cn-1
AN By

TFiITT(}*HRi? EE[}.N]
k=1

where

e —C;—1(Bi + Riy14iy1)™', i€[1,N)
i _C‘ﬁr—le}lﬁ = N

) = 0.
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Performance Metrics

1) Average Packet Delays: Let L denote the average num-
ber of total packets in (J; and ()2 over the operation time.

With Egs. (1) and (2), we derive L as And Lo, the average number of packets in (Q, is

G i M i i
L:ZZ?'.*?T“J,G}—F Yj yjyji*ﬁ(i,j,k] Lo=L—-1I,

i=1 j=0 i=G+1 j=0 k=G

The effective arrival rates of Ql and () are

N i M
+ y: y‘, St k(i k) M

imM+1 50 ke A=A *[1— Z > wwiw)
Let L; denote the average number of packets in (04, =0 k=t
M
G s M i i
. ; = Agx [l — T
L= i+ 3 33 i mesm 2 ZUZ @]
i=1 j=1 i=G+1 j=1 k=G F=Vk=0C
i According to the Little’s Law, the average delays
=} Yf Y: ? J *T(ij.k)- packets in ()1 and (2 can be obtained as
i=M+1 j=1 k=G
+15=1 D LI D L2
And Lo, the average number of packets in (J2, is E — F- -
1 2
Lo=L-1I,
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Performance Metrics

2) Average Power Consumption: To calculate the frequency
of setting-up modes Ny, i.e., the average number of setting-
mode modes that the TXs experience in a time-unit, we define
6 = 1/S. Then, N, can be obtained as

i i M

N
05> Y Y mujm(M—k), T>M

i=T j=0 k=G

M g i
No=1 0+¢3 3> 7 im(M - k)+

i=T j=0 k=G T<M
N i M
D 2D k(M k)
i=M+1 j=0 k=G
(12)

The average power consumption of the CM is the power
consumption of TXs’ operation modes averaged over the cor-
responding steady state probability. Since the average number
of working TXs in the system, N,,, can be calculated as

] 7

G 1 M
N, =% Zzﬁ(z’,j,ﬁ} + Z Z Z k* (i j.k)

i=0 j=0 i=G+1 j=0 k=G
i M

N
+ 2 2.2 Frmean,

i=M+1 j=0 k=G
(13)

we get the average power consumption as

P=P,*Ny+Psx(M—-N,)+E;«N,. (14
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Simulation Results

N, System buffer size in numbers of packets 100
M, Number of TXs in the system 4
(&, Number of TXs that are normally on |
i, Service rate of a TX 1 time-unit/packet
p, Traffic load 0-1
P,,. TX s power consumption in working mode | power-unit
P.. TX’s power consumption in sleeping mode 0 power-unit
FE ., TX’s energy consumption in each setting-up mode 5 energy-unit
Number of time-units in a simulation 6000
Number of simulations for statistical accuracy 50

Average Packet Delay D,
~ o)) ©

-
[\

Average Sleeping Duration S =9

Average Sleeping Duration S =9 —T = 3 Numerical 25 T=3 N = !
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T = 6. Numerical o =9, earetica
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L p— S AT =6, Theoretical 2 ' :
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e ] e A ¢ T =9, Theoretical Ll 15 -=-T =8, Numerical
- * .- g T "‘Q-..,, "% .-.T =12 Numerical o ¢ T =9, Theoretical
[y e " A 00 =19 : o wanT = -
g | #* T =12, Theoretical E T =12, Numerical
O, o 10 _* T =12, Theoretical
i o
® | eessleeaiyec Tl g
8 | e bR
L L B
0 0.2 0.4 06 08 1 0 02 04 0.6 08 1
Traffic Load p Traffic Load p
(a) Average delay of high-priority packets, D (b) Average delay of low-priority packets, Do
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Simulation Results

Average Sleeping Duration S =9 Turn-on Threshold T=9
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ig. 3. Average power consumption P versus traffic load p.
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Paper 3: Energy-Efficient Scheduling and Energy Delay Tradeoff
in Green Hybrid Fiber-Coaxial Networks

N(t)

Energy-Efficient Energy—Efﬁclant Packet
Scheduling Algorithm Schedulmg Algorithm i
ate My
Qi TXs A (j“*‘“ @ n.-@
S ommmm - ¢ -5
@ S T s
8 “mEmmmE—- 2 2
; = R
N : : o
h"u S m’ A ._.., g_ Slaep Raport

— = - ) B warmvp [ Work

Fig. 4. Time diagram of energy-efficient traffic scheduling.

Ping, L. "Energy-efficient scheduling and energy-delay tradeoff in green
hybrid fiber-coaxial networks." Proc. of GLOBECOM 2013 (2013): 1-6.
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| —
Energy Efficient traffic scheduling algorithm

e Use Turn-on threshold NT and # of waiting packets N(t) to decide the
number of working TXs for next scheduling cycle.

* Send control message to TX channels, and each channel sets its operation
mode as working or sleeping.

« IfaTX has been in sleeping mode for Kmax cycles, and there is waiting
packets, it will be waken up anyway.
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Analytical Derivations
energy-consumption in a Scheduling Cycle 1s

Ernorm = ﬂ’j{__fﬁ.—f : Pwark L

Meooag

E.;f = ) Prob(m)E(m)
=0

Eesr = McmT((1 — p)Psicep + pPPuwork)
+Trepm't(Pwork = Rﬁ‘!ﬂﬂp)

In M/D/m queue, average delay can be estimated by M/M/m queue

(pPMcar)™ s

M/M]m () — '

m—1
m — pMcar (pPMcwm)™ | (pPMen)™
14
{ m ng“ n! = m! Fas
Then, we can get D(m), m > 0 as [16] ;
palipme - b f
M/M/m
D 0 D7)

(m — pMcp)(m — 1)(v/4 + 5m —
16 pIm M, M

{1+ 2)} (15)
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Simulation Results

| O T=2 time-units, Numerical |

100, |—T=2 time-units, Analytical " S T=2 tme-units|
0 T=3 time-units, Numerical |-8-T=3 ime-units ;
80 3 |~ T=3 tme-units, Analytical | = |~#-T=4 time-units
_ ~ # T=5 time-units, Numerical 5 l-=Tu6 fime-unile
& - T=5 time-units, Analytical E :
= | * T=T7 time-units, Numerical =
'S T=7 time-units, Analytical >
% <1 T=10 time-units, Numerical g
& 40 . ;----T=10 time-units, Analytical -
@ % E 4
& :
20 3 <
$8e, X _ .
% 02 04 06 08 Y 0 0.2 04 06 08 1
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5. Energy-saving achieved by the energy-efficient schedu?" Average delay with the energy-efficient scheduling
ifferent 7" (single traffic priority). ent 1" (single traffic priority).
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