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HEMP’s	Impact	on	Satellites	
2D	view	of	HEMP	at	ground	level	

3D	view	of	HEMP	
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Possible	HEMP	Effect	on	ConnecFvity	

x 

Internet2	Topology	[10].	

(A)	Texas	is	fully	compromised.	

(B)	Texas	is	parFally	compromised.	(C)	SFll	some	connecFvity	in	Texas.	

[10]	Internet2	Network	Infrastructure	Topology	(2015)	
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Possible	HEMP	effect	on	Iridium	constellaFon	[12]	include	impairment/destrucFon	of	satellites:		

	
Post-HEMP	RestoraFon	with	Satellite	Assistance	

[12]	PraX,	Stephen	R.,	et	al.	"An	operaFonal	and	performance	overview	of	the	IRIDIUM	low	earth	orbit	satellite	system."	(1999)	
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t	=	0	min	
Ini0ally,	LEO	satellite	coverage	would	be	lost:	

	
Post-HEMP	RestoraFon	with	Satellite	Assistance	
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t	=	15	min	

Proposed	SoluFon:	
Post-HEMP	RestoraFon	with	Satellite	Assistance	

Survived	nodes	buffer	the	traffic	to	be	sent	outside	of	the	damaged	area	once	there	is	LEO	
satellite	connec0on:	
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t	=	30	min	
As	coverage	is	slowly	regained,	buffer	nodes	begin	evacua0ng	queues	to	nearest	(minimum	

delay)	LEO	satellite	land	sta0on	of	main	network:	

Proposed	SoluFon:	
Post-HEMP	RestoraFon	with	Satellite	Assistance	
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t	=	35	min	
While	having	LEO	satellite	connec0on,	queues	are	evacuated	based	on	the	priority	of	

emergency	communica0on:	

Proposed	SoluFon:	
Post-HEMP	RestoraFon	with	Satellite	Assistance	
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t	=	1	h	10	min	
As	LEO	constella0on	"hole"	approaches,	main	network	is	informed	and	scheduling	starts	

again:	

Proposed	SoluFon:	
Post-HEMP	RestoraFon	with	Satellite	Assistance	
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t	=	1	h	25	min	
During	lack	of	LEO	coverage	period,	flows	are	buffered	according	to	an	pre-determined	

emergency	preference	traffic	policy:	

Proposed	SoluFon:	
Post-HEMP	RestoraFon	with	Satellite	Assistance	
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Satellites	and	Aerial	Pla\orms	in	the	Media	

hXp://www.theverge.com/2016/1/29/10873676/google-
project-skybender-drones-5g-internet		

hXp://www.theverge.com/2015/7/30/9074925/facebook-
aquila-solar-internet-plane	

hXp://www.theverge.com/2015/3/2/8129543/google-x-
internet-balloon-project-loon-interview		
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Satellites	and	Aerial	Pla\orms	in	the	Media	

hXp://spacenews.com/spacex-opening-seaXle-plant-to-build-4000-broadband-satellites/	
hXp://www.wired.com/2015/01/google-spacex-investment/	

hXp://spacenews.com/airbus-and-oneweb-form-joint-venture-to-build-900-satellites/	

hXp://www.bloomberg.com/news/features/2015-01-22/the-new-space-race-one-man-s-
mission-to-build-a-galacFc-internet-i58i2dp6	
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Military	TacFcal	and	Regional	Hubs	

[1]	Satellite	CommunicaFons	within	the	Army’s	WIN-T	Architecture	(presentaFon,	2014)	

= 

•  Project	Manager	Warfighter	InformaFon	Network-	TacFcal	(PM	WIN-T):	
§  Design,	acquire,	field	and	support	fully	integrated,	easy	to	operate	and	cost	

effecFve	TacFcal	Networks	and	Services	that	meet	Warfighter	capability	
needs	while	sustaining	a	world	class	work	force.		
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DTN	Bundle	Protocol	(RFC5050)	

[2]	ScoX,	Keith	L.,	and	ScoX	Burleigh.	"Bundle	protocol	specificaFon."	(2007).	
[3]	AraniF,	Giuseppe,	et	al.	"Contact	graph	rouFng	in	DTN	space	networks:	overview,	enhancements	and	performance."	
CommunicaFons	Magazine,	IEEE	53.3	(2015):	38-46.	
	

= 

•  Delay	Tolerant	Networking	is	an	end-to-end	architecture	providing	communicaFons	in	and/
or	through	highly	stressed	environments.	Stressed	networking	environments	include	those	
with	intermiXent	connecFvity,	large	and/or	variable	delays,	and	high	bit	error	rates.	To	
provide	its	services,	BP	sits	at	the	applicaFon	layer	of	some	number	of	consFtuent	
internets,	forming	a	store-and-forward	overlay	network.	Key	capabiliFes	of	BP	include:		

§  Custody-based	retransmission	
§  Ability	to	cope	with	intermiXent	connecFvity	
§  Ability	to	take	advantage	of	scheduled,	predicted,	and	opportunisFc	connecFvity	(in	

addiFon	to	conFnuous	connecFvity)	
§  Late	binding	of	overlay	network	endpoint	idenFfiers	to	consFtuent	internet	addresses	
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Proposed	Architecture	
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Objec0ve	
Maximize	the	amount	of	gathered	data	sent	from	the	isolated	sub-components	of	the	network	
to	desFnaFon	data	centers	in	the	main	network;	
Given	

§  Network	topologies	(original	and	post-HEMP	sub-network);	
§  Buffering	capabiliFes	of	network	nodes	and	satellites;	
§  Knowledge	of	unaffected	satellites	and	their	orbits	(TLEs),	available	capacity,		and	

throughput	characterisFc;	
§  Ability	to	exchange	necessary	iniFal	informaFon	before	performing	any	computaFon;	
§  Free	capacity	and	degraded-service	tolerance	of	connecFons	in	the	main	network;	

•  Constraints	
§  Throughput,	delays,	buffer	capaciFes,	and	contact	Fmes	of	satellite	network;	
§  Degraded-service	tolerance	and	latency	sensiFvity	of	data	being	sent	through	bundles;	

Expected	Output	
Traffic	scheduling	and	rouFng	strategy	to	minimize	the	total	unused	capacity	of	the	aerial	links.	

Problem	Statement	
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Current	SoluFon	

Ini0aliza0on:	Exchange	
informaFon	between	

sub-components	to	gain	
knowledge	of	other	
buffers	and	locaFons	

1:	Calculate	contact*	
Fmes	and	transmission	
capacity	of	each	(inter-
satellite	and	sat	to	land)		

*atomic	contacts	

2:	Create	contact	graph	
and	set	non-intermiXent	

links	t	to	-1	

3:	From	contact	graph,	
create	event-driven	(for	
next	T)	graph	where	

contacts	with	t	=	-1	are	
present	for	all	instants	

3.1:	AXach	dummy	
source	node	to	all	TacFcal	

Hub	Nodes	for	all	t’s	

3.2:	AXach	dummy	sink	
node	to	all	desFnaFon	

DCs	for	all	t’s	
4:	Run	Max-Flow	

Output:	List	of	satellites	
to	transmit	to	at	each	t	
for	the	TacFcal	Hub	Node	

5:	From	results	with	
lowest	latency,	select	one	
with	saturated	aerial	links	

Ques0ons:	
1.   Ini0aliza0on	always	possible	

(GEO)?	Or	Game	Theory	
approach?	

2.  (Step	1)	Atomic	contacts:	not	
opFmal	when	contacts	overlap	

3.  (Step	3)	Next	T:	event-driven	
graph	is	DAG,	should	introduce	
cycles	to	avoid	T?		

4.  (Step	4)	If	bundles	must	end-up	at	
same	place:	Maximum	MulF	
Commodity	Flow	

5.  (Step	5)	Saturated	aerial	links:	no	
rouFng	intelligence	in	satellites	

6.  How	to	present	results?	
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Current	SoluFon	

Ini0aliza0on:	Exchange	
informaFon	between	

sub-components	to	gain	
knowledge	of	other	
buffers	and	locaFons	

(locaFons,	buffer,	target	
dcs,	#	antennas	at	MTH)	

1:	Calculate	contact	
Fmes	and	transmission	
capaciFes	(inter-satellite	

and	sat	to	land)		

3:	Create	contact	graph	
and	set	non-intermiXent	

links	t	to	-1	

4:	From	contact	graph,	
create	event-driven	(for	
next	T)	graph	where	

contacts	with	t	=	-1	are	
present	for	all	instants	

4.1:	3D	Graph	–	X:	inter-
node	interm.;	Y:	inter	

node	not	interm.;	Z:	Fme		

4.3:	AXach	dummy	sink	
node	to	all	desFnaFon	

DCs	for	all	t’s	

5:	Run	Max-Flow	(or	
MulF-Commodity	Max	

Flow)	

Output:	List	of	satellites	
to	transmit	to	at	each	t	
for	the	TacFcal	Hub	Node	

6:	From	results	with	
lowest	latency,	select	one	
with	saturated	aerial	links	

2:	Interval	Overlapping:	
compute	overlaps	of	

contacts	and,	according	
to	number	of	antennas	
in	MTH,	join	vertexes	or	

not	(1	antenna,	no	
joins;	2	antennas,	join	
at	max	2	per	vertex,	in	

fact	N	choose	K)	

4.2:	AXach	dummy	
source	node	to	all	TacFcal	

Hub	Nodes	for	all	t’s	

4.2:	No	edges	between	
vertexes	of	one	phys.	
node	in	same	XY-Plane	
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Contacts	Overlapping	
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OpFmal	RouFng	and	Scheduling	for	DeterminisFc	
Delay	Tolerant	Networks		

[4]	Hay,	David,	and	Paolo	Giaccone.	"OpFmal	rouFng	and	scheduling	for	determinisFc	delay	tolerant	networks."	Wireless	On-Demand	
Network	Systems	and	Services,	2009.	WONS	2009.	Sixth	InternaFonal	Conference	on.	IEEE,	2009.	

CreaFng	an	event-driven	graph	from	a	directed	contact	graph	

Dealing	with	undirected	graph	
	

(A	liXle	different	when	dealing	with	
non-intermiXent	connecFons)	
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3D	Event	Driven	Graph	
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Simple	Scenario	

N1	

N2	 N3	

N4	

N6	N5	

L1	

L3	

A	

B	

At	t	=	1:	
	
L1	sees	and	is	able	to	transmit	50GB	to	satellite	C	
(which	has	a	buffer	of	50GB)		

L2	

C	
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Simple	Scenario	

N1	

N2	 N3	

N4	

N6	N5	

L1	

L3	

A	

B	

At	t	=	2:	
	
L1	sees	and	is	able	to	transmit	50GB	to	satellite	A	
(which	has	a	buffer	of	50GB)		
	
L3	sees	and	can’t	transmit	to	satellite	A.	
	
L2	sees	but	can’t	transmit	to	C.	

L2	

C	
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Simple	Scenario	

N1	

N2	 N3	

N4	

N6	N5	

L1	

L3	

A	

B	

At	t	=	3:	
	
L1	sees	and	is	able	to	transmit	50GB	to	satellite	B	
(which	has	a	buffer	of	50GB)		
	
N1	sees	and	receives	50GB	from	satellite	C.	

L2	

C	
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Simple	Scenario	

N1	

N2	 N3	

N4	

N6	N5	

L1	

L3	

A	

B	

At	t	=	4:	
	
N4	sees	and	is	able	to	receive	50GB	from	A.	
	
N2	sees	and	is	able	to	receive	50	GB	from	B.	
	
L1	sent	150GB.	L2	and	L3	sent	0.	

L2	

C	
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Simple	Scenario	

SRC	 TIME	TO	SEND	 DST	 TIME	RECEIVED	 GB	
N5		 3	 N5		 3	 50.0	
a		 2	 a		 4	 50.0	
L3		 2	 a		 2	 50.0	
N5		 3	 N6		 3	 50.0	
c		 3	 N1		 3	 50.0	
N6		 4	 N6		 4	 100.0	

source		 -1	 L1		 3	 50.0	
N1		 4	 N5		 4	 50.0	

source		 -1	 L1		 1	 50.0	
c		 2	 c		 2	 50.0	
N5		 4	 N5		 4	 50.0	
N4		 4	 N6		 4	 50.0	
L1		 3	 b		 3	 50.0	
a		 4	 N1		 4	 50.0	
b		 3	 b		 4	 50.0	
c		 1	 c		 2	 50.0	
N6		 3	 N6		 3	 50.0	
N1		 3	 N5		 3	 50.0	
b		 4	 N4		 4	 50.0	
N6		 4	 DC		 4	 100.0	

source		 -1	 L3		 2	 50.0	
DC		 4	 sink		 -1	 100.0	
N6		 3	 DC		 3	 50.0	
DC		 3	 sink		 -1	 50.0	
c		 2	 c		 3	 50.0	
N5		 4	 N6		 4	 50.0	
L1		 1	 c		 1	 50.0	

Algorithm	result	for	the	simple	scenario.		
Max-Flow	=	150GB	



  Page 27 

Larger	Scenario	
•  IniFal	setng	
•  US	24	nodes	
•  4	disconnected	subcomponents	
•  4	ground	staFons	
•  66	satellites	

•  Comparisons:	
§  Number	of	antennas	per	satellite/ground-staFon	(i.e.,	#	of	simultaneous	transmissions)	
§  How	much	data	evacuated	in	the	same	amount	of	Fme	as	the	greedy	approach	
§  How	many	Fmes	transmissions	were	made	VS	buffering	(which	one	is	more	impac\ul)	
§  Increase	number	of	disconnected	subcomponents	and	satellites	

•  Progress:	implemenFng	the	Max-Flow	result	selecFon.	
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Thank	you!	


