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ABig data and machine learning
AHow these two fit into networking world?

ARandom Neural Network
AReinforcement learning

ADaper review: o. Brun, L. Wang, and E. Gelenbe, Bid data for Autonomic
Intercontinental Overlayso , | EEE Journal on Selected Area
no. 3, March 2016.
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Big data
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It’s estimated that

40 ZETTABYTES
£ TRILLION BIRABYTES | 2.5 QUINTILLION BYTES

of data will be created by 2.3 TRILLION GIGABYTES
2020, an increase of 300 2020 (@ of data are created each day
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Mest companies in the
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Modern cars have close to

100 SENSORS

N
/U that monitor items such as
=" fuel level and tire pressure

The New York Stock Exchange
captures

1TB OF TRADE
INFORMATION

during each trading session
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Sowrces: McKinsey Global Instituze, Twittor, Cisco, Gartoer, EMC, SAS, 18M, MEPTEC, GAS

As of 2011, the global size of
data in healthcare was
estimated to be

150 EXABYTES

61 BALLION CICABYTES

By 2014, it's anticipated
there will be

420 MILLION
WEARABLE, WIRELESS
HEALTH MONITORS

4 BHTION+
HOURS OF VIDED

are watched an
YouTube each month

400 MILLION TWEETS

are sent per day by about 200
million monthly active users

30 BILLION
PIECES OF CONTENT
are shared on Facebook
every month

IN 3 BUSINESS

Poor data quality costs the US
economy around

1 TRILLION A YEAR
L]

don't trust the information
they use to make decisions

r . Veracity
UNCERTAINTY

w OF DATA

in one survey were unsure of
how much of their data was
inaccurate
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http://www.ibmbigdatahub.com/infographic/fouvs-big-data
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Machine learning

A Network today is producing large amount of data.

A What to do with the collected data?
A Network performance enhancement
A Smarter routing decision
A Network management and planning
A Network automation

A Analytics and automation of this huge amount of data depends largely on data analytics and
machine learning techniques.
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Random Neural Network (RNN)

A When a biophysical neuron is excited, it transmits a train of signals, called spikes (firing of
signals), along its axon to either excite or inhibit the receiving neurons.

A The combined effect of excitatory (positive) and inhibitory (negative) inputs change the potential
level of the receiving neuron and determine whether it will become excited.

A Neurons in RNN interact by exchanging positive and negative spiking signals with certain
probability.

A RNN model is used in pattern recognition, classification, image processing, combinatorial
optimization and communici

Excitatory = causingr constitutingexcitation
Inhibitory =suppress orestrain an impulse

/ﬂotheous. The random neural network: a survey. The computer journal. 2010 Mar 1;53(8Y.251 UC DAVIS




Reinforcement learning

The basic reinforcement learning model consists of:
A Set of environment and agent states S

A Set of agent actions A ':‘ Agent I

state reward action
S‘! R! Af

E_‘ E."+l I )
S.. | Environment

Figure 3.1: The agent—environment interaction in reinforcement learning.

A Policies of transitioning from states to actions
A Rules that determine reward (or punishment) of a transition (G and R)

/; RSBartoAG. Reinforcement learning: An introduction. Cambridge: MIT press; 1998 Mar 1. UC DAVIS
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Paper review

O. Brun, L. Wang, and E. Gelenbe, Bi@g data for Autonomic
Intercontinental Overlayso |, | EEE Jour nal on S
Communications, vol. 34, no. 3, March 2016.
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Introduction

A Multihop intercontinental network that uses IP to communicate between nodes.

A 1P routing often results in sub-optimal paths with respect to metrics such as end-to-end round trip
delay.

A QoS of such routes can be optimized using the collected network statistics.
A Objective: Select route to provide better QoS than IP.

A Machine learning based scheme to exploit large scale data collected from communicating node
pairs.
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(Big) Data collection

A ICMP-based ping to collects round-trip delay data at the overlay nodes, every two minutes
A 24 hours with 20 overlay nodes: collect up to some 2.7 x 10*5 data points per day.

Fig. 5. Geographical location of the 20 Source and Destination Nodes used in
our experiments within the NLNog ring. These same nodes are also used for our
direct IP based routing measurements, and also to evaluate the SMART Overlay

/ Node based routing scheme. UCDAVIS
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Fig. 6. The RTD in milliseconds using the IP protocol, given in averages
over successive 2 minute intervals over an observation period; each unit along
the x-axis corresponds to successive 2 minute intervals over the long time
period being shown. The connections measured are between Chile-Canada
(left) and Japan-Poland (right), and we observe the large variation in average
RTD depending on the time period being considered.
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Routing overlay

Overlay Node

/ N
j— 77— & L
Underlay IP Network
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Fig. 1. Schematic description of the structure of a routing overlay, where the
Overlay Nodes exchange packets with each other with packets that tunnel
through the IP connections, while paths between Overlay Nodes may transit
through intermediate Overlay Nodes.
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Routing overlay

A Routing overlay is a method to improve performance without changing underlying network.
A Overlay network is formed by software routers deployed over the Internet.

A Operates by monitoring the quality of Internet paths (latency, bandwidth, loss rate) between
overlay nodes.

A When primary path becomes unavailable or suffers from congestion, re-routes packets along an
alternate path.

A Routing overlays can be used to quickly recover from path outages, and also improve QoS of
data flows.

A This approach makes it possible to override the routes determined by Internet protocols and to
route traffic based on metrics directly related to the performance needs of the application.
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Self-healing and self-optimising routing overlay

A SMART overlay network is formed by software
agents that are deployed at VMs.

A On each VM, a Transmission (TA) and Reception
Agent(RA) run together with various Applications
or tasks.

AEachVM6s soft war ®roxyohatt er
monitors the quality of the overlay paths towards
other destinations, selects the best paths, and
forwards the packets over these paths.

A TA receives the packets that are being sent to other
Applications at other sites.

A RA receives packets from the local Proxy,
decapsulate and delivers them to the appropriate
Application in the VM.

A TA, RA and Proxy enables the control of path of
packets throu network, without the
iIcations being aware tha ' OWS
are routed by the overlay.

Cloud 2

Cloud 3

Fig. 2. Architecture of the Autonomic Communication Overlay: the Overlay
Nodes used by SMART exchange packet streams via the Internet using the
Internet Protocol (IP) either directly, or via intermediate Overlay Nodes. When
a SMART path uses multiple Overlay Nodes, IP is used between adjacent
Overlay Nodes.
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Proxy: details

A Monitoring Agent: monitors the quality of the

Internet paths between the local cloud and the other Evaluate metric x
CIOUdS over path p ]

A Routing Agent: drives the monitoring agent and uses the = NS
data it collects to discover an optimal path. l

A Forwarding Agent: forwards each incoming packet T
to its destination on the path it was instructed to use by
Routing agent.

A Source routing: Routing table of source proxy describes ] Forwarding Agent
the complete path between overlay proxies to be followed o anc s
by a packet to reach its destination, while the path
between proxies is determined by the conventional IP [nteractions between the entities constituting the proxy.
protocol.

/ I UCDAVIS
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Packet forwarding process

A SMART header contains the sequence of intermediate proxies.
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Details of the SMART packet forwarding process.
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Random Neural Network (RNN)

A At each time interval, the algorithm chooses a subset of paths to probe, and measures the sum of
edge delays in the probed paths.

A The algorithm then sends its packet over the minimum latency path among those it has probed.
A Each neuron in RNN represents a path from source to destination.
A RNN helps to select K paths to destination out of N paths.

A State of n connected neurons are represented by a vector k(t) = [k1(t), k2(t), . . . , kn(t)], where Ki(t)
IS a non-negative integer valued random variabler e pr esent i ng tthe ethmeygont ent i al
being excited at time t.
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Random Neural Network

A A neuron i of the RNN is said to be excited
whenever ki(t) > 0, in which case it can fire and
send signals at an average rate ri

From out of network From other neurons

To out of network Positive signal received = higher probability of firing
To other NeUION S Neg. signal received = higher probability of not firing

/imotheous. The random nmpumal. 2010 Mar 1Z53(8Y. UC DAVIS
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