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Purpose/Motivation

Rapid growth in Internet of
Things (IoT)/Machine to
Machine (M2M) traffic

Lack of quantitative application
characterization

Internet of Things

Number of devices in use globally (in billions)

What is the impact to metro/core
networks, resources?

tablets

2010 20N 2012 2013 2014 2015E 2016E 2017E 2018E 2019E

Must define a new resource
provisioning approach that
adapts to traffic properties to
maintain performance while
minimizing costs

Source: John Greenough, “The Internat of Everything 2015,” Businass insider Intelligence. Produced by Adam Thierer and Andrea Cas-
tillo, Mercatus Center at George Mason University, 2015,



Purpose/Motivation (cont.)
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Source: quora.com

Metro — Physical path — agg.
Must become intelligent
Prevent excess traffic over core

Satisfy latency reqs

Source: laroccasolutions
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IoT/M2M Application Popularity

?%0 loT Analytics — Quantifying the connected world
Applications Overall popularity (and selected examples) Scores

2 3

2 O ©

@ /o\l Smart Home 100% 61k 3.3k 430
@ O Wearables

@ N Smart City
@ ‘/ Smart grid
@ AJ: Industrial

internet

1

Smart
thermostat

33k 2.0k 320
41k 0.5k 80
41k 0.1k 60

10k 1.7k 30

@ iy Connected car
® ﬂ Connected

Health . 2k 0.5k 5
‘% Smart retail I 2% 1 0.2k ’
@ @ Sma;:il:\pply l L Ok 0.2k 0
mSmart farming I 1% . - '

1. Monthly worldwide Google searches for the application 2. Monthly Tweets containing the application name and #lOT 3. Monthly Linkedln Posts that include the
application name. All metrics valid for Q4/2014.
Sources: Google, Twitter, LinkedIn, [oT Analytics

[ TCRAVIC
UCDAVIS

5k 1.2k 50

Source: Google, Twitter, IoT Analytics, 2014.



Application Characteristics

Delay
Autonomous Augmenterb an Tactile
Tms driving . reality & '-'-"I:Enternet
Virtual
reality

. Multi-person

Real time
gaming W% W video call

- ‘Jiﬁaster
e alert
Bi-directional

Automotive remote controlling

100ms Device
.er:all
remote First responder
controlling connectivity
Personal Wireless cloud
KA . Monitoring  cloud . { 2 ) Gackdlotica
sensor networks Video
streaming I _
<1Mbps  1Mbps 10 Mbps 100 Mbps > 1Gbps

UCDAVIS

. Fixed

£ Nomadic

‘ On the go

Services that can
be delivered by
legacy networks

Services that could
be enabled by 5G

M2M connectivity

Bandwith
throughput

Source: GSMA Intelligence, 2015
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Application Profile

Each application profile contains a unique combination of parameters:

O®: Uni-directional latency budget from source to destination

* «: bandwidth A= Ap UAs; U Asp U4,
e o: Computational complexity per unit of traffic I I - tTO -
e [B: Ratio of processed to raw data at processing node | Storage OnlyP &S
« A: Minimum storage time Processing only
Examples ® (ms) K (Mbps) o (CPU/Mbps) | B | A (hrs)
1- AR/VR 10 100 0.03 0.6 0
2 — Factory Automation 20 1 0.009 0.8 10
3 — Data Backup 1000 1 0 0 4
4 — Smart Grid 50 0.4 0.007 0.3 0
5 — Smart Home 60 .001 0 0 0
6 — Medical 40 2 0.003 0.2 0.1
7 — Geothermal Event 1000 1 0.02 0.3 100
8 — Tactile Internet 1 200 .005 0.8 0

5G PPP, “5G Automotive Vision,” white paper, 2015.

A. Frotzscher ef al., “Requirements and Current Solutions of Wireless Communication in
Industrial Automation,” Proc.IEEE ICC Wksps., Sydney, Australia, 2014, pp. 67-72.



P;: Tier t processing
S¢: Tier t storage
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Topological Cost Properties

* Each CO has per unit costs of compute, storage, metro and core bandwidth
° W compute power
e v:storage volume
* A: metro bandwidth
Eupr Edown - core bandwidth
* 1: Processing time constant (normalized to DC)

Tier 1 \Y A Eupr Edown T
(§/CPU/Mo) | ($/GB/Mo) | ($/Mbps/Mo) | ($/Mbps/Mo) | (/CPU)
I - Access CO 90 0.0042 ~1 ~1/1 1.2
2 — Metro CO 70 0.004 ~1 ~1/1 1.15
3 - Core CO 50 0.0035 ~1 ~1/1 1.1
4-DC 25 0.0025 ~1 ~1/1 1

https://cloud.google.com/compute/pricing
https://cloud.google.com/storage/pricing#pricing-example-simple
http://drpeering.net/white-papers/Internet-Transit-Pricing-Historical-And-Projected. php#




P;: Tier t processing
S¢: Tier t storage

—_—— e e A - A - = - - -
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Capacity

Unit Cost




Local - cloud processing
15+ 10+ 15=40 ms

10 ms proc

/ /

' @Y" .15 ms proc

\ -’

N — -

All Distances in km

Global - cloud processing 15+ 14.75=29.75 ms
> : —
17.25+15+10=42.25 ms Global - fog processing
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Problem Explanation

Inputs:
* Offered traffic between s,d pairs — by application
*  Application Profiles:
e 0,x,0,B, A
*  Hybrid Fog-Cloud Architecture: G(N,L)
*  Core Network SLAs: Residual latency by application & destination - 8, ¢

Objective function: Minimize total resource provisioning cost
*  Processing, Storage, core capacity up/down, metro capacity

Constraints: Compute, storage capacity, latency

Outputs: For all node pairs by application (or application alone):
* Slice consisting of:

*  Path(s) with capacity (including core)

* Required compute and storage resources at each node

* Total required link, processing and storage capacities
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Mathematical Formulation

Objective Function (costs):

Variables: -« {01}
min(Cost, + Costs + Cost,, + Costy + Cost,) Ty €10,1}
Costy= > tm ¥ a0 X X alloim Compute o € 10,1}

meN, a€ARUA,,  sEN, FENZUF. ’
A e {0
* €A, afe/\/ fse N, at Vo a€Aq, ¢ afe/\/‘s f.séM,anNp of “o.f Storage
Costy=ew| ¥ Fu Y L X alfur+y, SN, SmeNpo 2 r et
P, 50 2 B e Sl U R wea 0a 04, Xen, Lnenne Lrenyovor. 7uy vaf + Upstream core BW
D ae Ay DoseN, 2ameN. 2ofeF, @’Ziﬂ
Costa = €doun Saca,ua,, Bo Sosen, SomeNpe SofeN,UNn Tarf Vet Downstream core BW

N

Caprij= > 2 [ > X Takglart 2 X X Z’;?f’vi?‘]

a€A,UAs sEN, - FENJUN kER, fEF. mEN, kER,; ;

s,m s,m
Capaij= > 2 Talk.fVarf
a€ A UA,, seNy; meN, FEN UNUF. kER; ;

s)

,m,d 5
Do R VD Wi

kER; ; dEN kER,; 5

> Ba 2 X

Caps,ij =
a€ALUA,,  sENgmEN, fFENGUNUF,

Coste=A > > Capp,;

i,jEL] h

— Metro BW
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Mathematical Formulation (cont.)

Constraints:
> rZifoDZ’m <5, Y(ae A, UA;, s e Ngym e NUNG, f € NyUNU
kER:,; '
>oa =1V (ae Ay s €Ny, fEN,UF) . '
mek, 7 T ) Latency — Pt to Pt, Storage
fezj\/s J)Z:’;L =1V (CL € Ag s € Nga'nl =f) Z T;:Z%sz)m‘F'Ya,m‘}'Z r;S’g’nfD;Cnaf < 0a7f’m7v(a c APUASP, se Nmm c
kER; ; ' k
s,m __ NP7fENqUN3)
I T =LY e A ey Latency — Local Proc, Proc/Storage
“ s,m _.s,m S Cm,V N *
PO EZN o, T me N, Compute Capacity

Y A Yo B oAl B Y a8y VN, Storage Capacity

a€As SEN sENy meN,
T
S =l M@ € Ay UAL UL s €Ny € NG f € N UN,UF)
€Ri,j
I1s;mo_s;m . .
oo oy = o] (@ € AU Asp, 5 € Noym € Ny f € NG UNG) — Solenoidality
DS r;'f,f}’d - xZ:?,V(a €Ay, seNy feF)
meN. kER; ; —_—
m = QakaT, . '
Jom = delem - Processing Delay 2 TR DE" A Y + DD < Gap Ve € Aps € Nyym €
KER .5

Np,d e N, f € Fe)
Latency — Global Destination



source processing destination

@ o7 ) U v f

v, 5.f Bavq € N, (local)
AqV,
destination
source processing
s >(m)
—/ s.f
s,f s,f ,Bava
v, gV,
a € Ap,m €, Npl'f
€ F. (global)
, destination
Source Processing -
v’ Sf

AgV,
a € Ay,,m €,Np¢, f
€ F. (global)



destination

Source @

>@ a €EA,,f
s.f € N, (global)

destination

a €A, f €F.(global)

processing destination

m #+
BaVa

A,V -
aVa a, v, DProcessing/storage

m =
Vg

Aaﬁavdg

>@ a € A
Va

S
Aava
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Simulation Setup and Results

- Traffic Volume — 5 Tbps

Itemized Costs vs Avg Latency Budget - Local Traffic - Complexity: .005 - .03 - CPU/Mbps
71 High Complexity | |™== MANBW - Compression factor: 0.1 — 1
WAN BW
[N Low Complexity | |mmm Fogstorage || - Latency: 10 — 100 ms
Eloud Starage - Real-time ~ 10-50 ms

40

Fog Processing

_ A - Near real-time ~ 50-100 ms
- Compute cost: 25, 50, 70, 90 $/CPU/Mo
- Storage cost: 2.50, 5,7, 9 $/TB/Mo

At low latency budgets, high
complexity applications are slightly
more restricted to fog processing
due to higher processing delays.

As latency constraints are relaxed,
high complexity applications can
leverage inexpensive compute
costs in the cloud, even though
there 1s an insignificant increase in
WAN bandwidth costs as a result.

45 50 55 60
Average Latency Budget (ms)
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Simulation Results (cont.)

Itemized Costs vs Computational Complexity - Local Traffic Itemized Costs vs Computational Complexity - Global Traffic

16 : 16 .
B MAN BW T B MAN BW T
WAN B 271 Real-Time _ WA B 71 Real-Time _
14 |{mmm Fog Storage E =] Near Real-Time | 14 | mmm Fog Storage E=] Near Real-Time |
Cloud Storage Cloud Storage
Fog Processing Fog Processing
12 H e cloud Processing Bl Cloud Processing
10
s s
— —
bl i
i) @
o =]
o o
6
4
N
0 0
0.010 0.015 0.020 0.025 0.030 0.035 0.010 0.015 0.020 0.025 0.030 0.035
Average Computational Complexity (CPU/Mbps) Average Computational Complexity (CPU/Mbps)
-Locally destined, real-time and near real-time traffic: fog -Global traffic: higher cloud processing costs than local
processing costs increase with computational complexity as processing delay -Fog/cloud processing ratio increases with real-time traffic as
becomes a larger proportion of total latency budget processing delay consumes higher proportion of latency budget
-Cloud processing costs of real-time traffic start to decrease at .02 while -Cloud processing costs increase at much slower rate with

near real-time cloud processing costs continue to increase with complexity  increasing complexity for real-time traffic as DC compute
locations restrict more applications to fog processing
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Simulation Results (cont.)

16 Itemized Costs vs Average Compression Factor - Local Traffic Itemized Costs vs Average Compression Factor - Global Traffic
I I T T T T T T I I T T T T T T
B MAN BW ; : BN MAN BW : .
it 71 High Comple:gty 20 bl 71 High Complepty |
14 Hmmm Fog Storage N Low Complexity B BN Fog Storage BN Low Complexity

Cloud Storage
Fog Processing
12 H e cloud Processing

Cloud Storage
Fog Processing
BN Cloud Processing

15
10
s s
— —
2 g s
5 2 10
o o
6 B
L]
% 5
2
02 03 04 05 06 07 08 09 2 03 04 05 06 07 08 09
Average Compression Factor Average Compression Factor
-Metro bandwidth cost increases as it is less expensive than -Metro bandwidth cost increases as it is less expensive than
moving fog processing to lower (more expensive) tiers to move fog processing to lower tiers
-WAN bandwidth and cloud storage increases with compression - Increases in cloud processing (lower total processing costs)
factor due to decoupling of processing and storage functions are offset by larger WAN bandwidth costs with increasing

compression factor (minimizing total costs)
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Slice Priority

Previous works categorize IoT/M2M slices/usage scenarios as:

e Ultra-reliable and low latency communications (URLLC): autonomous driving, emergency
services, automated manufacturing, remote medical surgery

* Enhanced Mobile Broadband (eMBB): streaming video, high capacity multimedia, AR/VR

*  Massive Machine Type Communication (mMTC): (low power) sensor networks, smart
metering, city, home (huge number of devices), less latency constrained

Specific applications with parameterized profiles are assigned a slice of
resources, which is then prioritized in a certain class

Critical — Emerg. services, life/health/safety, remote surgery, auto. driving,
factory automation/actuation

Standard — AR/VR, gaming, Pokemon, smart grid/metering
Best Effort — sensor data with no real-time actuation

Nakao, A., Du, P., Kiriha, Y., Granelli, F., Gebremariam, A.A., Taleb, T. and Bagaa, M. End-to-End
Network Slicing for 5G Mobile Networks. Journal of Information Processing, 25, pp.153-163, 2017.

The Fifth Generation Mobile Communication Forum (5GMF) White Paper. “5G Mobile
Communications for 2020 and Beyond.” July, 2016.



Slice Priority (cont.)

1 @ 2 3
Critical < ‘
O—0
4 5
Standard
—_—
6 7 8
Best Effg& . @ . @
(O—0O (O—0O



Critical <<

Standard
—

Best Effort

)]

Congestion threshold reached on slice 1:link 1-2, and

node 2 (compute): 2 Gbps and 100 CPUs

2)
3)
4)
5)
6)

Check for internal slice resources (new path, etc)
Find all BE slices with respective resources

Calc. donor subslice solution which minimizes impact
Transfer subslice(s)

Return subslice when lower threshold reached
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Conclusion

Motivation: Lack of quantitative analysis of how specific application traffic
affects resource provisioning: future (IoT/M2M) traffic
Proposed a parameterized application profile: 4 = A, UA; U A, U Ay
c 0,0,B,x A
4-tier hybrid fog-cloud architecture
* Increasing capacity/decreasing unit costs
Flow scenarios: how profile parameters affect compute, storage, and link
capacity
Simulation Results: ©, a, 3
Network Slicing

*  Granularity
e Priority Slicing/Reslicing

Future Work: model dynamic re-slicing algorithm and generate simulation results

*  Model tradeoffs between total traffic performance and higher priority application performance at
multiple slicing granularities
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Questions
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Purpose/Motivation (cont.)

Lack of quantitative modeling of application profile: how can traffic be
parameterized? What effects will parameters have on network resources
and associated costs?

Goal 1s to model these effects in a hybrid fog-cloud architecture and show
how proper network slicing can ensure satisfactory performance at
minimal cost via variable granularities and reslicing

How do we determine the optimal slice configuration?

Aggregation Transport
From this:
Source CO m WAN
— , <
To this:
Source CO J

Provisioning Solution by Application
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Mathematical Formulation

Inputs:

A=A,UA; UA,,UA,

Ay 1 Set of all application profiles requiring storage only

A, : Set of all application profiles requiring processing only

Asp : Set of all application profiles requiring processing and storage

A, : Set of all application profiles requiring neither processing nor storage

0o, rm : Residual latency budget of traffic destined for core node f of appli-
cation profile a,processed at node m

v3/: Offered traffic of application profile a, node pair (s, f), a € A, U A,

vo: Offered traffic of application profile a, sourced at node s, a € A; U A,
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Mathematical Formulation (cont.)

Inputs:

N,.: set of nodes directly attached to core network
Ny: set of nodes that generate traffic (sources of data)g
Npc: set of data center nodes
N =N.UN,UNpc
N, = Ny;U Npc : Set of all nodes capable of processing
Ns = Ny, U Npc: Set of all nodes capable of storage
N; = N, Set of local nodes capable of processing (excluding DC)

F,. : Set of distant core nodes

ns.a : set of all admissible paths between node pair (s, d)

P>™: Total prop delay on the k" adm path between node pair (s, m)
T,>": Total trans delay on the k" adm path between node pair (s, m)
C,, : processing capacity of node m, in CPUs

S¢: storage capacity of node f, in GB



Variables:

A, f = 1 if traffic of app profile a, destined for node f, generated at source
node s, is processed at node m
S m

Ag T, =1 if traffic of app profile a, generated at node s, is stored at node

f,m= f
Agp i x f = 1 if traflic of app profile a, generated at source node s, is processed
at node m and stored at node f

Ay, Agp ra o s = L it traffic of application profile a is routed over the kth
admissible path between node pair (s, m), destined for node f

Agiry s = 1 if traffic of application profile a is routed over the kth
admissible path between node pair (s, m), m = f

Ap it ;= L if traffic of application profile a is routed over the kth
admissible path between node pair (s, m), internal: m = f,external: m € N,
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Mathematical Formulation (cont.)

Variables:

Ap, Asp, Ag c 17" s = 1if traffic of application profile a is routed over the kth
admissible path between node pair (s, m), m € N,, As : m € Ny

Ap, Agp iy = 1if traffic of application profile a is routed over the k"
admissible path between node pair (m, f), m € N,, f € Ny, Asp, : f € Ny

A, Agp rgsé"}’d = 1 if traffic of application profile a is routed over the k**
admissible path between node pair (m, d),destined for core node f, m € N,, f €
F.,d € N,
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Mathematical Formulation (cont.)

Processing delay: ~ Yaym = QaFaTm
see = (Y7ps) 49 ()
Processing Capacity:  Cy, = vl
or = (o) o

Storage Capacity: Sy = Aava:?, B, if necessary

Mbit, , GB

GB = (sec)( sec )(sz't)




Slice Per Application, Node Pair

Source

<

4._____
(8]

«—

destination



a EApUA

a €Ay, f EF,

_____________________________

Current Network State: Compute

Storage Utilization, Link Queues
_____________ Fmmmmm e o

v
Flow z of app a

SpV
Find all feasible

a € Agp

arrives at source s

processing nodes

a €Ay f ENg‘

y

Find all feasible paths
within latency constraints

A 4

Find proc. node m, pre-
path, post-path: min(cost)

\ 4

Sp

a eEA,

a € Ag) la €Al
.| Find all feasible a € As Find all feasible paths
- storage nodes within latency constraints
a € Asp" {a €A
Find all feasible paths Find storage node f,
"| within latency constraints path: min cost
a € ASPV \ 4
Find proc. node m, —» Update storage utilization
storage node f, pre-path,
post-path: min(cost)
Find path: min cost [¢
Find proc. node m, pre- ‘a € AP
path, post-path: min(cost) f eN
9
A 4
Update processing utilization
p p g a €A




