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Background of Metro Optical Networks, Network Planes, SDN, NFV,
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Disaster-Resiliency Strategies for Next-Generation Metro Optical
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v'Control plane for NG-MAN

v'Slice-protection for NG-MAN data plane

v'Fast recovery techniques

Research Problem Formulation and Proposals



Hierarchy of Optical Networks

v’ Differentiated based on:

* number of customers
served

* required capacity
* and geographic extent

v'Metro-core:

» aggregates the traffic
from access networks

* inter-connects telecom
center offices

* serves thousands of
customers

* spansan area of
hundreds of kilometers

‘ End Users '

[1] J. M. Simmons, “Optical Network Design and Planning,” Springer International Publishing, 2014 3



Planes of Optical Networks: Conventional

* Data plane: responsible for forwarding of data
 Management plane: responsible for network operations

v'historically used centralized network management system (NMS)

v'performs fault, configuration, accounting, performance, and security (FCAPS)

e Control plane:

v'performed by software distributed in network equipment

v'discovers network topology, network resources, and network capabilities;
disseminates of this information throughout the network; computes paths;

and signals for connection establishment and teardown

v'plays an important role in supporting dynamic traffic.



Basic Network Resilience Techniques

* Network survivability in two forms: protection and restoration

* Protection:

v’ pre-provisioned failure recovery

v’ fast recovery

v’ single failure network survivability up to 100%

v’ expensive due to duplicating network equipment

 Restoration:

v’ compute alternative route around the failure
v’ based on available resources

v’ slower than protection

v may not be viable due to no network resources

[2] L. Wosinska et al., “Network Resilience in Future Optical Networks,” Springer, 2009



Network Topologies
Mesh Topology Ring Topology

\<\\\ 4

v suitable for metro optical networks

v’ fast to switch to protection
v suitable for long-haul networks

v’ including cross-connecting nodes
v’ excellent protection strategies by
rerouting the traffic away from

failure condition

v’ bidirectional

v’ many wavelengths and
optical links

v’ ring nodes performs both
OADM and de/aggregation

Next-Generation Optical Ring
[2] L. Wosinska et al., “Network Resilience in Future Optical Networks,” Springer, 2009



Network Adaptivity from Disaster/Cascading Failures
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(for single single-event failure) do
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Links in the optical layer
- - - disrupted by horizontal
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[3] B. Mukherjee, M. F. Habib and F. Dikbiyik, "Network adaptability from disaster disruptions and cascading failurg:s,"
in I[EEE Communications Magazine, vol. 52, no. 5, pp. 230-238, May 2014.



Network Adaptivity from Disaster/Cascading Failures

* Network Adaptivity: ability to re-range itself (self-organization
networks), and to re-disseminate network content
* Network preparedness:
v'normal preparedness
v’enhanced preparedness

v'post-disaster preparedness

[3] B. Mukherjee, M. F. Habib and F. Dikbiyik, "Network adaptability from disaster disruptions and cascading failures,"
in I[EEE Communications Magazine, vol. 52, no. 5, pp. 230-238, May 2014.



Adaptivity to Disruptions by Degraded-Service Tolerance

Risk-unaware routing

Normal Preparedness:
v" Probabilistic approach
v’ Optical layer only
v’ Risk-aware routing
v’ Protection of links and
nodes

Risk-aware routing

Notes:
v’ line thickness = bandwidth utilization
v’ circles = risky regions

[3] B. Mukherjee, M. F. Habib and F. Dikbiyik, "Network adaptability from disaster disruptions and cascading failurgs,"
in I[EEE Communications Magazine, vol. 52, no. 5, pp. 230-238, May 2014.



Adaptivity to Disruptions by Degraded-Service Tolerance

Normal Preparedness:
v" Integrated solution for
both content and
connection protections

Disaster zone
£ Data center
& Content

[3] B. Mukherjee, M. F. Habib and F. Dikbiyik, "Network adaptability from disaster disruptions and cascading failu{gs,"
in I[EEE Communications Magazine, vol. 52, no. 5, pp. 230-238, May 2014.



Adaptivity to Disruptions by Degraded-Service Tolerance

Enhanced Preparedness:
v’ disasters may be well
known in advance
v’ re-allocate networks
resources
v’ replicate data

Friday 2PM
Thursday 2P

October 29, 2012
Monday 5PM

[3] B. Mukherjee, M. F. Habib and F. Dikbiyik, "Network adaptability from disaster disruptions and cascading failu{?s,"
in I[EEE Communications Magazine, vol. 52, no. 5, pp. 230-238, May 2014.



Adaptivity to Disruptions by Degraded-Service Tolerance

Post-Disaster Actions:
v’ re-provisioning using excess capacity (EC)
v multipath provisioning approaches
v’ different tolerances of services [5]
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[3] B. Mukherjee, M. F. Habib and F. Dikbiyik, "Network adaptability from disaster disruptions and cascading failures,"

in IEEE Communications Magazine, vol. 52, no. 5, pp. 230-238, May 2014.
[4] S. S. Savas, M. F. Habib, M. Tornatore, F. Dikbiyik and B. Mukherjee, "Network adaptability to disaster disruptions by

exploiting degraded-service tolerance," in IEEE Communications Magazine, vol. 52, no. 12, pp. 58-65, December 2014.



Software-Defined Networking (SDN)

Northbound open API

Centralized control plane

Control software

Specialized
forwarding
hardware

Data plane network -

T
-

Control software

Principle: decoupling control plane and data plane Specisiiae

forwarding

hardware
.

Control software

Specialized
forwarding
hardware

Motivations from a technical perspective: Y, [P
1. to independently scale the control plane and data Speciaized
arwaraing

hardware

plane to meet NG-traffic growth and demands
2. to improve service velocity and innovation

3. to enable flexible and efficient network virtualization

Network operating
system

| Simple forwarding
hardware

Simple forwarding §| Simple forwarding
L ET G TET hardware

Simple forwarding ?
hardware

Conventional and Software-defined Networking Comparison

[5] Ying Zhang, "Network Function Virtualization: Concepts and Applicability in 5G Networks, ” IEEE PRESS, 2018
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Network Function Virtualization (NFV)

Traditional Network . NFV Network
Principles: Application Deployment Appliance Deployment
v’ decouples network functions from ﬁ
proprietary hardware platforms and ‘ woo —
. . . Message CDN VolP Session : Independent
Imp|ements these funCtlonS in SOftware router server border controller = i software vendors
(on VMs)
v" moves network functionality to @ @i |
2 U
SOftwa re V\IFAN Deep packet Firewall
. fi i i
v’ uses commodity hardware R SR
. . . automation, and
v' uses standardized and open Application A remote installation
Program Interfaces (APIs)
v’ support more efficient evolution, Crimepiss.  GoE oeEs £
. . monitor . e =
development, and repositioning of ! Standard  Standard Standard

. / : high-volume  high-volume high-volume
network fu nCtlonS |\’¢ a : servers storage itvl';l?:Ln:;

v overlay (logical, virtual) networks on top et ra e |
of a physical network PEIRE 2

[5] Ying Zhang, ”Network Function Virtualization: Concepts and Applicability in 5G Networks,” IEEE PRESS, 2018
[6] William Stallings, “ Foundation of Modern Networking: SDN, NFV, QoE, |oT, and Cloud,” Pearson Education, Inc, 2016



Project Overview
Key terms:

v'ultra-reliable, low-latency services (autonomous driving, augmented

reality, telemedicine), resilient against largely-disruptive events

v’enable technologies: network-and-computing ecosystem, SDN, Edge

Computing, and Slice Networking (NFV)

Research directions:

v'disaster-resilient control plane in NG-MAN: cognitive and hierarchical
control plane that remains operational even main controllers fails

v'slicing protection for disaster-resilient NG-MAN data plane
v'rapid recovery during post-disaster phase



Resilient Control Plane Considerations

 Switches go offline without
controller connection

* Control packets should be
transmitted on different paths
(or even on a different

network) /‘ - é1- .

* Flexible, dynamic, resilient ' ~\~
binding between controllers
and switches - SW'tch

* Migration of functions and \ P HTTP Forward 0 Port 1 S5 F

backup if one controller fails

Example of controller and switch connection

[5] Ying Zhang, ”Network Function Virtualization: Concepts and Applicability in 5G Networks, ” IEEE PRESS, 2018
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Controller Placement in SD MON

= U * Research problem: How many
Gl and how to place controllers and
allocate switches to them
Northbound AP .
* Constraints:
Q/N”ot,m"er v'minimum latency (processing +
: Control plane :

: & propagation)
X Southbound API / \

v’enhanced reliability and resilience

‘Mt v'minimum development cost
Switch

Data plane

v'minimum energy consumption

Simplified Architecture for SDN

[7] G. Wang, Y. Zhao, J. Huang and W. Wang, "The Controller Placement Problem in Software Defined
Networking: A Survey," in IEEE Network, vol. 31, no. 5, pp. 21-27, 2017.



Reliability and Resilience of Control Plane

 Reliability: inversely proportional to expected percentage of control
path loss

* Resilience: capability to sustain loss of connectivity upon controller
and link abruptions

Objectives Solutions Details Methods

Examine the impacts of
Heller's Solution [2] ~ placements on average and the K-center
Minimize net- worse-case propagation latency
work latency
Reduce both the number and

CCPP 3] load of controllers

Integer programming

[7] G. Wang, Y. Zhao, J. Huang and W. Wang, "The Controller Placement Problem in Software Defined
Networking: A Survey," in IEEE Network, vol. 31, no. 5, pp. 21-27, 2017.



Reliability and Resilience of Control Plane

Hu’s solution [4]

K-critical [5]

Maximize Guo's Solution [6]

reliability and
resilience

Survivor [7]

POCO [g]

Maximize the reliability of
networks

Create robust control topology
and balance load among
controllers

Design a new resilience metric
and improve the resilience of
SDN

Explore path diversity and
improve survivability of SDN

Evaluate trade-off between

failure free and controller failure

values

Simulated annealing

Robust tree

Interdependence
graph and cascading
failure

Generic, proximi-
ty-based and residual
capacity-based heu-
ristics

Pareto-based optimal
placement

[7] G. Wang, Y. Zhao, J. Huang and W. Wang, "The Controller Placement Problem in Software Defined

Networking: A Survey," in IEEE Network, vol. 31, no. 5, pp. 21-27, 2017.
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Reliability and Resilience of Control Plane

Minimize the cost of installing
controllers, linking controllers to

Sallahi’ solution [9] switches and linking controllers

Linear programming

together
Minimize de-  Rath's solution [10] Mlgimlzte pfadckelt drops,tdelay Non-zizomsur:j based
ployment cost and cost of deploymen game theoretic
and energy

Reduce the cost of energy

. Heuristic approach
consumption PP

consumption GreCo [11]

Propose a dynamic flow
management algorithm to
reduce energy consumption and
maintenance costs

Heuristic location
search and placement
algorithm

LiDy [12]

[7] G. Wang, Y. Zhao, J. Huang and W. Wang, "The Controller Placement Problem in Software Defined
Networking: A Survey," in IEEE Network, vol. 31, no. 5, pp. 21-27, 2017.
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Reliability and Resilience of Control Plane

v Conclusion: to shorten latency between controllers and switches,
maximize reliability and resilience, and minimize deployment cost
and energy consumption

v" Requirements:

» efficient algorithm (real time)
* multi-objective optimization problems
 multiple-controller cooperation

* cost awareness

resilient awareness

[7] G. Wang, Y. Zhao, J. Huang and W. Wang, "The Controller Placement Problem in Software Defined
Networking: A Survey," in IEEE Network, vol. 31, no. 5, pp. 21-27, 2017.



Utilities

Network Slicing Protection
(®) 2« @ ¥ Keytechnology to enable
PR network flexibility

G2
(@) - ﬁ“g v Multiple logical networks on a
~ R e common shared physical

5G Network
E infrastructure
56 networks sub divided nto virtual etworks sachaptimise forons besines case v" To meet various targeting

3l specific needs (latency,

‘G}) reliability, data rates)

-~ é{ v All components in a slice must

e be protected (BW, computing

g and storage resources)

IaT slice / Broadband sfice / Lowr latency slice

[8] Global mobile Suppliers Association (GSA), “5G Network Slicing for Vertical Industries, White Paper, > Sept. 5017



Network Slicing Protection

Deterministic

Maodel

Probabilistic
Maodel

Modeling
Disaster

Multi-Layer
Network

Backup Path
Provisioning

\—\

SR 14
Critical
eg.fm.'
13 ___— 16

( Disaster-based
Failures

Proactive

Prevention

< Multipath Routing

—_—

. Backup Network 2
Connection ' Design —\
; Recovery V.
' | I 3
Disaster Path-based
Metwork Restoration
Recovery Reactive
Compensation | Clongestion
Controlled Service 1
Provisioning

15

Topics for further exploration:
v’ content connectivity by distributed or \/‘—\ B O
backup data 0, 0) X -
v’ congestion-aware, disaster-failure-aware
routing and wavelength assignment

[9] Habib, M.F.; Tornatore, M.; Dikbiyik, F.; Mukherjee, B. Disaster survivability in optical communication networks. Comput.
Commun. 2013, 36, 630-644.

[10] Ashraf, M. W,; Idrus, S. M.; Igbal, F.; Butt, R. A. &amp; Faheem, M., “Disaster-Resilient Optical Network Survivabziglity: A
Comprehensive Survey, “” Photonics, 2018.



Network Post-disaster Recovery

4#| Easy configuration

Long delay, high energy
consumption of devices

Easy
* configuration Gt Large.co.verage
etng (e . B AT
~ | infrastructure , Providing ICT
required communications users
services for Satellites
disaster victims
ah Easy _
configuration Easy configuration,
High energy i short delay, large

coverage, high
number of users

~ | MDRU required

consumption of
~ | devices, small
coverage, limited
number of users Ad hoc

[11] T. Sakano ef al., "Bringing movable and deployable networks to disaster areas: development and field test of MDZI}U,"
in [EEE Network, vol. 30, no. 1, pp. 86-91, January-February 2016.



Network Post-disaster Recovery

MDRU

Agile and % Satellite link @ Wirel
easy = Irﬁ eetsvs\.l g;:kcess
transportation
~

Carrior Telecom .
arrier-free Prompt building: =
S installation K
usability -

WAN
Optical

fibers
MDRU-based
disaster recovery
netWQrk FWA module  Network
\ control
45 5 Antenna, module
*= g tesr;’;tccoh;;e Ubiquitous
Useful High o o sain
disaster-time peaforman_ce odules | Joint Research
applications and capacity by Tohoku
Univ.,, NTT and
Large T = Fujitsu Corps
Coverage laptops Virtual

machines

Movable WiFi
modules

Access point,

dntennas IP-PBX server

[11] T. Sakano et al., "Bringing movable and deployable networks to disaster areas: development and field test of MDRU,"
in IEEE Network, vol. 30, no. 1, pp. 86-91, January-February 2016.
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Bio-inspired Self-organization Capabilities fo

Wasp (Polybia occidentalis)

X~

=

Termite
Swarm Intelligence Properties:
v' Autonomy
v Adaptability
v’ Scalability
v’ Flexibility

v’ Robustness
v Massively parallel
v' Self Organization and Healing

NG-

MON
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Bio-inspired Self-organization Capabilities for NG-MON
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Tools and What need to be learned
(in a short time)

Stephen Boyd and

P — Convex optimization

A convex optimization problem is one of the form

convex

Sk ; minimize  fy(x) :
ODU m |Zat|0n subject to  fi(x) <b;, i=1,...,m, (%:8)
where the functions fy,..., fin : R — R are convex, i.e., satisfy

filaz + By) < afi(z) + Bfi(y)

forall z, y € R" and alla, € Rwitha+3=1,a >0, 3 > 0. The least-squares
problem (1.4) and linear programming problem (1.5) are both special cases of the
general convex optimization problem (1.8).

Linear programming

Another important class of optimization problems is linear programming, in which
the objective and all constraint functions are linear:

T

minimize ¢ x L5
subj Te<b, i=1,...,1 )
A .. subject to a; x < 0;, 1=1,...,m.
1M 11a0IH
L LSH’H n
J Here the vectors e¢,aq.....a, € R" and scalars by,....b,, € R are problem pa-
I I

“\ JON KLEINBERG - EVA TARDOS

| rameters that specify the objective and constraint functions.

28



LAB

nical Compting

Tools and What need to be learned

Programming

o

MACHINE /‘*@

LEARNING 3ﬁ\
P
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In Summary
Object goals: Disaster-resilient Metro Optical Networks

v’ ultra-reliable, low-latency
v’ resilient against largely-disruptive events

v" including novel concepts: SDN, NFV, Edge Computing, Slicing Protection
Research Problem Proposals:

v’ controller placement (physical place, number, topology)
v’ allocate switches to controllers
v’ content connectivity by distributed or backup data

v’ congestion-aware, disaster-failure-aware routing and wavelength
assignment

v’ recovery using movable and deployable units
v’ self-organized and self-healing for SDN/NFV Metro Optical Networks



Thank you for your attention!

Comments and Suggestions



