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Cross-layer networking is an old topic
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Ø How old it is?
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Internet on OSI 7 layer model

• Network: transmission and switching
• For information transmission (L0/L1), user data (L7) from clients needs to

go through 7 layer protocol stack to be encapsulated.
• For information switching (L3), information go through 3 layer protocol

stack to perform routing based on packet IP address.

OSI 7 layer model in networks 7 layer model protocol stackWhere I have
been working on



Research paradigms in cross-layer networking
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Ø Basic problem: resource mapping, optical bypass



Research paradigms in cross-layer networking
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Ø Solid paradigms, well received.
Ø Static one-shot optimization.

Ø Can be solved by operation-research methods (ILP), fine!
Ø If ILP is too complex, we have heuristics.
Ø Already adopted in industry.

Ø Dynamic event-driven simulation
Ø Dynamically setup or tear down lightpaths
Ø Question: how to define “dynamic”?
ØMonthly? Daily? Hourly? Minute?



Dynamic cross-layer networking: demand responsive?
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Ø Basic assumption for dynamic traffic grooming: “when a new
traffic arrives, we should decide whether to groom it onto
existing lightpaths, or setup a new lightpath.”

Setting a new lightpath requires some time, does the arriving traffic has to wait?
The problem is more severe if we want to achieve agile cross-layer networking.



Dynamic cross-layer networking
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LP1

OXC #1

OXC #2

OXC #3

OXC #4

ØWhen a traffic arrives�
Ø IP layer packet: immediate serve
Ø Optical layer circuit: 100 ms setup
a lightpaths

Ø For a 10Gb/s traffic flow, waiting
100 ms means 1Gbit!

ØWe cannot wait for lightapth to
setup.



Real equipment data
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[1] Liu, Wangyang, Nan Hua, Xiaoping Zheng, and Bingkun Zhou. "Intelligent inter-domain connection provisioning for multi-domain multi-
vendor optical networks." Journal of Optical Communications and Networking 7, no. 3 (2015): 176-192.

Ø Three vendor equipments from: Huawei, ZTE, fiberhome
Ø lightpath setup/teardown/recover time measurement



Optical resource buffer
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Ø Basic idea: We have some pre-established lightpaths. When a new
request comes, it will be immediately served by these lightpaths,
at the same time, we setup new dedicated lightpath. When new
lightpath is done, we switch the traffic to the new lightpath.

[2] Chen, Xiaohui, Nan Hua, and Xiaoping Zheng. "A Unified Control Architecture for Software Defined Packet over Optical Networks Using 
Resource Buffering." In Photonic Networks and Devices, pp. NeT2F-4. 2015.
[3] Zheng, Xiaoping, Nan Hua, and Zhizhen Zhong. “Achieving heterogeneous packet-optical networks inter-connection with a software-
defined unified control architecture.” In International Conference on Optical Communications and Networks (ICOCN), 2015.



Problems to answer
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Ø How do we design the resource buffer layer under dynamic traffic?
Ø Do we need to setup resource buffer lightpath for all node pairs?

Ø Topology, capacity for resource buffer layer
Ø Tradeoff: how much we buffer, better access delay, worse throughput.
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Thank you for attention!
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